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Text-to-SQL

Find the name and rank of
the 3 youngest winners

across all matches.

Text-to-SQL Model

SELECT winner_name, winner_rank FROM
matches ORDER BY winner_age ASC LIMIT 3

Ranking_Date Ranking  
  
  

Player_ID First_Name Last_Name
  
  

Winner_Name Winner_Rank Age
Serena Williams 1 32

... ... ...

NLQ

SQL

DB



Does the high accuracy imply a robust model?

Pre-perturbation
Find the name and rank of

the 3 youngest winners
across all matches.

Picard

SELECT winner_name, winner_rank FROM
matches ORDER BY winner_age LIMIT 3

Correct

Ranking_Date Ranking  
  
  

Player_ID First_Name Last_Name
  
  

Winner_NameWinner_RankLoser_Name
Serena Williams 1 Simona Halep

... ... ...

NLQ Perturbation
Who are the three youngest
winners across all matches?

And their ranks? 

Picard

SELECT winner_age, winner_rank FROM matches
order by winner_age ASC LIMIT 3

Incorrect: select winner_age instead of winner_name

Ranking_Date Ranking  
  
  

Player_ID First_Name Last_Name
  
  

Winner_NameWinner_RankLoser_Name
Serena Williams 1 Simona Halep

... ... ...

DB Perturbation
Find the name and rank of

the 3 youngest winners
across all matches.

Picard

SELECT T2.champ_name, T2.winner_rank_points
from matches as T1 join players as T3 on

T1.winner_id = T3.player_id 

Incorrect: miss the constraints about 3 youngest winners

Ranking_Date Ranking  
  
  

Player_ID First_Name Last_Name
  
  

Champ_NameWinner_RankLoser_Name
Serena Williams 1 Simona Halep

... ... ...

SQL Perturbation
Find the name and rank of

the 8 youngest winners
across all matches.

Picard

SELECT winner_name, winner_rank FROM
matches WHERE winner_age = 8

Ranking_Date Ranking  
  
  

Player_ID First_Name Last_Name
  
  

Winner_NameWinner_RankLoser_Name
Serena Williams 1 Simona Halep

... ... ...

Incorrect: predict age=8 instead of LIMIT 8 

We perturb the data in 
Spider1 to uncover the  
weaknesses in models 
that might not be evident 
when evaluated on the 
original data.

[1] Yu, Tao, et al. "Spider: A Large-Scale Human-Labeled Dataset for Complex and Cross-Domain Semantic Parsing and Text-to-SQL Task." EMNLP. 2018.



Includes 17 perturbation types 
across all three text-to-SQL 

components

Diagnoses models 
with task-specific 

robustness 
phenomena

Provide insights for 
developing robust 

text-to-SQL models

Our Evaluation Benchmark



Text-to-SQL Example

Pre-perturbation
Find the name and rank of

the 3 youngest winners
across all matches.

Picard

SELECT winner_name, winner_rank FROM
matches ORDER BY winner_age LIMIT 3

Correct

Ranking_Date Ranking
Player_ID First_Name Last_Name

Winner_NameWinner_RankLoser_Name
Serena Williams 1 Simona Halep

... ... ...



Database (DB) Perturbations

DB Perturbation
Find the name and rank of

the 3 youngest winners
across all matches.

Picard

SELECT T2.champ_name, T2.winner_rank_points
from matches as T1 join players as T3 on

T1.winner_id = T3.player_id 

Incorrect: miss the constraints about 3 youngest winners

Ranking_Date Ranking
Player_ID First_Name Last_Name

Champ_NameWinner_RankLoser_Name
Serena Williams 1 Simona Halep

... ... ...

• Data in a database can be represented in various ways.



Natural Language Question (NLQ) Perturbations

NLQ Perturbation
Who are the three youngest
winners across all matches?

And their ranks?

Picard

SELECT winner_age, winner_rank FROM matches
order by winner_age ASC LIMIT 3

Incorrect: select winner_age instead of winner_name

Ranking_Date Ranking
Player_ID First_Name Last_Name

Winner_NameWinner_RankLoser_Name
Serena Williams 1 Simona Halep

... ... ...

• The same query intent can be expressed with different phrasings.



SQL Perturbations

• Modifying logical and symbolic units in a question should not impact understanding of other 
components.

SQL Perturbation
Find the name and rank of

the 8 youngest winners
across all matches.

Picard

SELECT winner_name, winner_rank FROM
matches WHERE winner_age = 8

Ranking_Date Ranking
Player_ID First_Name Last_Name

Winner_NameWinner_RankLoser_Name
Serena Williams 1 Simona Halep

... ... ...

Incorrect: predict age=8 instead of LIMIT 8 



• For DBs and SQL queries, we perturb them 
programmatically, using their inherent 
structure.

• For NLQ perturbations, we propose to use 
LLMs to simulate human paraphrasing with 
various task-specific phenomena that we 
find in crowdsourcing annotations.

Perturbation Data Creation



• SOTA supervised learning model (Picard) surfers
• 14% overall performance drop
• 50% performance drop to the most challenging perturbation type DBcontent-equivalence

Our Main Findings
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• less robust than supervised learning models to NLQ perturbations

Our Main Findings



• SOTA supervised learning model (Picard) surfers
• 14% overall performance drop
• 50% performance drop to the most challenging perturbation type DBcontent-equivalence

• LLM (GPT-3 Codex) with in-context learning is
• more robust than supervised learning models to DB and SQL perturbations
• less robust than supervised learning models to NLQ perturbations

• Some model designs are beneficial to model robustness, e.g. larger model size
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robustness
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• SOTA supervised learning model (Picard) surfers
• 14% overall performance drop
• 50% performance drop to the most challenging perturbation type DBcontent-equivalence

• LLM (GPT-3 Codex) with in-context learning is
• more robust than supervised learning models to DB and SQL perturbations
• less robust than supervised learning models to NLQ perturbations

• Some model designs are beneficial to model robustness, e.g. larger model size
• Some model designs create a reversed performance to certain perturbations

• strengthen the model performance on the original data but weaken the model 
robustness

• More findings can be found in our paper https://openreview.net/pdf?id=Wc5bmZZU9cy

Our Main Findings

https://openreview.net/pdf?id=Wc5bmZZU9cy

